
nci.org.au 
nci.org.au 

@NCInews 

ESGF	within	NCI	 	 	 		
	



nci.org.au © National Computational  
Infrastructure 2015 

Na/onal	Digital	Infrastructure	Se:ng	

•  NCI	part	of	Government’s	broad	Na4onal	Research	Infrastructure	
Review,	which	includes	nearly	all	large	scale	na4onal	infrastructure		

•  Na4onal	“mood”	has	largely	moved	from	century	scale	to	seasonal-
to-decadal	

•  CMIP	ac4vity	seen	as	important	na4onal	role	for	ACCESS/Climate	
research	but	pressure	for	more	prac4cal	outcomes.	e.g.	food	
security,	agriculture,	water	mgt,	environmental,	urban	impacts.	

•  CMIP	part	of	a	number	of	significant	data	resources	that	are	
important	to	make	interoperable	with	HPC/HPDA.	

•  Value	of	NCI	acknowledged	but	s4ll	large	number	of	ques4ons	about	
funding	futures.	e.g.	who	pays	for	storage	

•  NCI	has	a	cloud	but	should	we	have	more	in	commercial	clouds	and	
have	users	pay	and	is	it	beneficial	to	us?	



nci.org.au © National Computational  
Infrastructure 2015 

NCI	Se:ng	

•  NCI	has	top	100	supercomputer,	a	high	performance	OpenStack	
cloud,	large	Lustre	site-wide	storage	for	datasets,	and	deep	tape	
archive.	

•  NCI	other	key	environmental,	earth	system	and	solid	earth		
simula4on,	data	and	data	analysis.		CMIP	is	currently	~10%	of	the	
total	volume	of	interest.	i.e.	10%	of	data	under	ESGF	type	
management.	

•  Has	developed	processes	for	managing	all	types	of	simula4on	
and	observa4on	data	inc	point	and	line	data,	licensed	and	some	
auth.	

•  Datasets	include	(hXp://datacatalogue.nci.org.au.au)	
–  1.	Climate/ESS	Model	Assets	and	Data	Products	
–  2.	Earth	and	Marine	Observa4ons	and	Data	Products	
–  3.	Geoscience	Collec4ons	
–  4.	Terrestrial	Ecosystems	Collec4ons	
–  5.	Water	Management	Collec4ons	
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NCI	CMIP6	requirements	ESGF	requirements	

•  Major	model	to	be	published	from	Australian	will	be	the	ACCESS-
CM2	model	and	possibly	an	ESM	model.	

•  Addi4onal	MIPs	and	CORDEX	data	to	be	published,	but	expect	
smaller	and	perhaps	more	obs4MIP	

•  Expect	replicated	data	to	be	~5	Pbytes	
•  Master	node	of	the	Australian	datasets	(including	CMIP5	era)	
•  full	replica	of	the	interna4onal	index	
•  ongoing	replica4on	of	the	“key	variables”,	and	republishing	
•  Expect	more	systema4c	assignment	of	DOIs	
•  Data	replica4on	with	major	ESGF	nodes	via	griddp	end-points	

Ben Evans, ESGF F2F 2015 
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Computa/onal	and	climate	data	services	

•  Most	serious	users	will	access	via	direct	access	to	NCI	
filesystems	using	either	supercomputer,	VDI	access	or	
virtual	labs	

•  Data	will	be	indexed	via	our	standard	(non-ESGF)	data	
catalogues	–	including	geospa4al	index	as	well	as	catalogue	
systems	(geonetwork	+	data	discovery	portal)	

•  Publishing	data	via	non-authen4cated	OPeNDAP	and	OGC	
services	
–  Expect	more	via	authen4cated	methods	in	future	

•  Climate	expect	more	data	portal	services	(e.g.,	climate4Impact	
and	other	interna4onal	examples	available	locally)	

•  Expect	more	WPS	service	(e.g.	birdhouse,	zoo,	bespoke)	
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Data	Analysis	and	visualisa/on	

•  In-situ	and	data	service	approach	to	data	analysis	
–  Need	to	move	away	from	“data	download/shopping	cart”	
–  Non-bespoke	authen4ca4on/auth	approach	to	access	data	

•  ESGF/UV-CDAT	tools	available	within	a	broader	VDI	service	that	
allows	interac4ve	login.	

•  Broad	range	of	data	analysis,	workflow	and	visualisa4on	
requirements	that	goes	across	very	broad	science	domains	

•  Data	available	in-situ	and	via	services	for	other	workflows	and	
publica4on	

•  Data	workflows	with	hooks	for	reproducibility,	PROV	standard	
capture	and	publishing	
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Opera/onal	maFers	

•  Puppet-delivered	deployments	in	VMs	using	full	repeatable	
processes	for	redeploy.		RPMs	preferred.	

•  Old-style	bash	script	approach	and	par4al	upgrade	to	hack	
solu4ons	are	not	sustainable.	

•  Docker	not	supported	(as	yet)	because	of	security	concerns.	
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Absolutely	top	priority	issues	for	ESGF	data	for	now	

1.  Robust	publishing	and	well-known	procedures	for	making	data	
available	at	nodes	and	how	available	interna4onally	

2.  Full	documenta4on	about	datasets	available.	
3.  Adver4sing	interna4onal	dataset	availability	and	changes	
4.  Automated	and	fast	data	replica4on	and	updates	for	node-

subscribed	datasets/variables	onto	the	local	node	and	to	remote	
1.  Must	be	tested	and	work	with	data	publica4on	and	data	mgt.	

5.  Bullet-proof	sodware	and	data	update	processes	(i.e.,	test	
environment	first)	

6.  Ensure	that	all	other	compute	and	viz	sodware	developments	
are	available	across	the	nodes.	(I	see	as	a	major	gap	at	the	
moment).	
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Enable	global	and	con/nental	scale-up		
											as	well	as	to	local/catchment/plot	scale-down		

•  NWP	and	Forecasts	
UM,	APS3	(Global,	Regional,	City),	
ACCESS-TC	

•  Coupled	Seasonal	and	Decadal	
Climate	

ACCESS-GC2/3	(GloSea5)	
•  Data	Assimila4on	

3D-VAR,	4D-VAR	(Atmosphere),	
EnKF	(Ocean)	

•  Ocean	Forecas4ng	and	Research	
					OceanMaps,	BlueLink,	MOM5,	
CICE/SIS,	WW3,					
					ROMS	

•  Fully-Coupled	Earth	System	Model	
CMIP5/6,	ACCESS-CM2,	ACCESS-
ESM	

•  Water	availability	and	usage	
over	4me	

•  Catchment	zone	
•  Vegeta4on	changes	
•  Data	fusion	with	point-

clouds	and	local		
or	other	measurements	

•  Sta4s4cal	techniques	on	key	
variables	

© National Computational  
Infrastructure 2016 Ben Evans, IEEE Conference on 

Big Data, 2016 
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National Environmental Research Data Interoperability Platform 
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Climate	and	Weather	lab	example	of	deeply	layered	environment	

© National Computational  
Infrastructure 2016 Ben Evans, IEEE Conference on 

Big Data, 2016 
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New Service: NCI GSKY 

© National 
Computational 
Infrastructure 2016  

Worker 
1 
Worker 2 

Worker n 

... 
   
OWS 

/g/data Geospatial 
Index 

GeoCrawl 



nci.org.au nci.org.au 

NCI	GSKY	:	MODIS	and	Precip	Data	processing	on	the	fly	through	standard	
OGC	API	

© National Computational  
Infrastructure 2016 Ben Evans, IEEE Conference on 

Big Data, 2016 
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NCI	GSKY	:	Himawari-8	Data	processing	on	the	fly	through	standard	OGC	
API	
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Scale	down	example	–	pixel	and	polygon	drill	with	/me	
series	
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Transforming	scien/fic	data	on-the-fly	–	store	once,	transform	to	fit-purpose	

© National Computational  
Infrastructure 2016 Ben Evans, IEEE Conference on 

Big Data, 2016 



nci.org.au nci.org.au 

Data	Quality	Strategy	(DQS)	

Data Quality Strategy (DQS): 

What does it involve? 

1.  Underlying HPD file format 

2.  Close collaboration with 

data custodians and 

managers 

•  Planning, designing, or 

reassessing the data 

collections 

3.  Quality control through 

compliance with recognised 

community standards  

4.  Data assurance through 

demonstrated functionality 

across common platforms, 

tools, and services 

© National Computational  
Infrastructure 2016 Ben Evans, IEEE Conference on 

Big Data, 2016 



nci.org.au nci.org.au 

Func/onality	tests	

© National Computational  
Infrastructure 2016 Ben Evans, IEEE Conference on 

Big Data, 2016 
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Ge:ng	serious	about	performance	

•  Quality	Assurance	against	performance	metrics	

•  We	need	to	scale	data	so	that	you	can	analyse	in	real-4me	and	in-situ.	

•  Need	to	combine/overlay/slice-dice	all	manner	of	data	at	high	precision	from	vast	reference	with	highly	
specific	data.	

•  We	need	faster,	automated	systems	for	real	world	ac4vi4es,	decision	making	capability	using	smart	new	
algorithms	and	programma4c	techniques:	

•  real	data	feeds,	cross-referencing	longitudinal	data,	geospa4al	or	other	key	“metadata”	queries.	

© National Computational  
Infrastructure 2016 
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Tested	against	Virtual	Labs	and	web	tools	

© National Computational  
Infrastructure 2016 Ben Evans, IEEE Conference on 

Big Data, 2016 
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•  PROMS	v3	uses	an	extension	to	
the	PROV	ontology	as	its	data	
model.	

•  En44es		
•  Ac4vi4es	
•  Agent	

RD-Switchboard	hXp://www.rd-switchboard.org/	

Enabling	transparency,	reproducibility	&	informa/cs	
techniques	

© National Computational  
Infrastructure 2016 Ben Evans, IEEE Conference on 

Big Data, 2016 


